
Exemplar-Free Continual Transformer with 
Convolutions

 Anurag Roy3, Vinay K. Verma1,  Sravan Voonna3, Kripabandhu Ghosh2,

 Saptarshi Ghosh3, Abir Das3

1IML, Amazon India, 
2Indian Institute of Science Education and Research (IISER) Kolkata, India,

3Indian Institute of Technology Kharagpur, India



Continual Learning
● A learning paradigm where a model can learn a new task without forgetting the 

previous tasks’ knowledge.



● Deep neural networks suffer from catastrophic forgetting.

● Retraining model from scratch or training a separate model for each task incurs a 
lot of resource.

● Most CL approaches in vision are based on CNN backbones 

Motivation



There have been a few  prior-works in this field:

● LVT[1]: Uses an inter-task attention mechanism that absorbs the previous tasks’ 
information and slows down the information drift between new and current tasks.

 
● Dytox[2]: learns new task through expansion of new tokens known as task tokens.

● MEAT[3]: Uses learnable masks to help isolate previous tasks’ parameters that are 
required for current task.

[1]Zhen Wang, et. al. Continual learning with lifelong vision transformer. CVPR 2022.
[2]Arthur Douillard, et. al. Dytox: Transformers for continual learning with dynamic token expansion. CVPR, 2022.
[3]Mengqi Xue, et. al. Meta-attention for vit-backed continual learning. CVPR 2022

Prior Works on CL using Transformers



● LVT and Dytox: Requires to store few representative data samples from previous 
tasks  also known as exemplars and use them when training for the new task. 
Cannot be applied for cases where data storage is not allowed.

● MEAT: Requires task-id to be present during inference for identification of 
task-specific masks. Not practical for scenarios where task-id is not present during 
inference.

Limitations of Prior Works



ConTraCon



ConTraCon: Training



ConTraCon: Training

Projection Weights



● We train the entire transformer on the first task.

● For every new incoming task, the weights of the MHSA layers of the pre-trained 
transformer are re-weighted using learnable task-specific convolutions.

ConTraCon: Training



● Task-id Prediction.
● Class Prediction.

ConTraCon: Inference

● Task-id Prediction:



● Class Prediction: Pass input through the parameters of the predicted task-id to get 
the prediction.

ConTraCon: Inference



Experiments: Datasets used.



● We create T-tasks by dividing the classes equally among all the tasks.

● For each of approach we report:
○ Accuracy averaged over all the tasks after the model has been trained on the final task with 

both task-id provided (TIL) and task-id not provided (CIL) during inference.

○ No of Parameters required for the backbone architecture and the no of parameters required 
per task (in brackets)

Experiments



Results

Classification accuracy on CIFAR-100 dataset.



Results

          Classification accuracy on 10-task setup ofImagenet-100 and TinyImagenet-200 dataset.



Results

Classification accuracy on 5-datasets.



Parameters and Accuracy

Parameter and Accuracy bars of various approaches, in the 
10-task setup of  CIFAR-100 dataset.



Importance of Augmentation

Classification accuracy in CIL setup with and without Augmentation on 10 task 
setup.



Conclusion

● Proposed a novel method of adaptation to new tasks using convolution on the 
MHSA weights of the transformer – ConTraCon.

● Adopted an image augmentation and entropy based task-id prediction method 
thereby removing the need for task ids during inference.

● Performed extensive experimentation and ablation of our proposed approach.
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